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RATES: JACKKNIFE VS. BOOTSTRAP TECHNIQUES' 

JOSEPH S .  MEYER, CHRISTOPHER G. INGERSOLL, LYMAN L. MCDONALD, AND MARK S. BOYCE 
Department of Zoology and Physiology, University of Wyoming, Laramie, Wyoming 82071 USA 

Abstract. Although per capita rates of increase (r)  have been calculated by population biologists 
for decades, the inability to estimate uncertainty (variance) associated with r values has until recently 
precluded statistical comparisons of population growth rates. In this study, we used two computer- 
intensive techniques, Jackknifing and Bootstrapping, to estimate bias, standard errors, and sampling 
distributions of r for real and hypothetical populations of cladocerans. Results generated using the 
two techniques, using data on laboratory cohorts of Daphnia pulex, were almost identical, as were 
results for a hypothetical D. pu!e,u population whose sampling distribution was approximately normal. 
However, for another hypothetical population whose sampling distribution was negatively skewed 
due to high juvenile mortality, Bootstrap and full-sample estimates of r were negatively biased by 3.3 
and 1.8%, respectively. A bias adjustment reduced the bias in the Bootstrap estimate and produced 
estimates of r and sE(r) almost identical to those of the Jackknife technique. In general, our simulations 
show that the Jackknife will provide more cost-effective point and interval estimates of r for cladoceran 
populations, except when juvenile mortality is high (at least >25%). Coefficients of variation in the 
mean of r within laboratory cohorts of D. pulex were one-half to one-third the magnitude of the 
corresponding coef@ients of variation in the mean of total reproduction and in the mean day to death 
(range of values ofcv[r] = 1.6 to 3.8%). This suggests that extremes in reproductive output and survival 
of individuals tend to be dampened at the population level, and that within-cohort variability in r is 
not explosive. Moreover, between-cohort Variability in r can be much greater than within-cohort 
variability, as indicated by a statistically significant difference of 30% (P K .Ol) between the high and 
low r values that were computed for four cohorts of D. pulex born during a I-mo period from the 
same laboratory stock population. Based on variability in per capita rates of increase that have been 
estimated for several cladoceran species, we suggest that the precision for reporting r values should 
in most cases be limited to two significant figures. 

Key words: Bootstrap; Daphnia pulex; Jackknge; per capita rate of increase; statistical compari- 
sons; temporal variability. 

INTRODUCTION the need to eliminate this statistical deficiency. Deci- 
Ever since Lotka (1907a, b) published his seminal 

papers relating birth and death rates to population 
growth and Fisher (1 930) published his landmark book, 
The Genetical Theory of Natural Selection, biologists 
have been calculating per capita rates of increase ( r )  
for populations. But until recently, no one has at- 
tempted to estimate the uncertainty (variance) asso- 
ciated with these calculations (Daley 1979, Lensh and 
Service 1982, Rag0 and Dorazio 1984). This has led 
to two common, yet questionable practices. First, r 
values based on small subsamples of a population have 
been assumed to be unbiased estimates of the per capita 
rate of increase for the entire population. And second, 
statistical uncertainty about these r values has been 
ignored because closed-form equations cannot be writ- 
ten to calculate r, thus precluding the development of 
exact algebraic expressions for estimating the variance 
nf r 

sions in disciplines such as wildlife management and 
environmental toxicology require information about 
potential and realized population-level effects of hu- 
man activities. Therefore, it is important to develop 
and test procedures for estimating the uncertainty as- 
sociated with population growth rates so that levels of 
confidence can be assigned to observed differences. 

In an early attempt to address this problem, Daley 
(1 979) developed algebraic approximations for the bias 
and variance of r. However, the equations he derived 
are tedious and are based on unvalidated assumptions, 
which he used to neglect higher-order terms in several 
Taylor series expansions. Rag0 and Dorazio (1 984) 
derived a similar equation for the variance of r, but 
there have been no other attempts to approximate these 
values algebraically . 

With the advent of high-speed computers, several 
ad hoc, computer-intensive procedures for estimating 
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they calculated using a Jackknife procedure should ap- 
proximately equal the population variance for repeated 
subsampling. Yet Efron (1 982) concluded that Boot- 
strapping is generally a more reliable computer tech- 
nique for estimating variances than is Jackknifing. De- 
spite its reputed superiority, though, Bootstrapping has 
not previously been applied to population growth rate 
calculations. 

Finally, Rag0 and Dorazio (1984) recently used a 
Monte Carlo simulation technique to generate sam- 
pling distributions of X based on smoothed survivor- 
ship and fecundity schedules for Daphnia pulex co- 
horts. Since several commonly observed mortality 
schedules produced distributions of X that were skewed 
toward low values in their simulations, Rag0 and Dor- 
azio (1 984) suggested that normal-based statistical pro- 
cedures for comparing experimental estimates of X may 
be misleading (e.g., Lenski and Service 1982). To over- 
come this difficulty, they proposed a procedure for pair- 
wise comparison of sampling distributions that allowed 
asymmetrical confidence intervals to be tested for sig- 
nificant differences. They also derived a Taylor series 
variance estimator similar to the equation derived by 
Daley (1 979), which yielded symmetrical confidence 
intervals surrounding X values that were approximately 
equal to those obtained in their Monte Carlo simula- 
tions, and were less conservative than confidence in- 
tervals estimated using the Jackknife procedure pro- 
posed by Lenski and Service (1982). 

But none of these methods has been validated by an 
appropriate test, wherein a large population is repeat- 
edly subsampled and the reliability of confidence in- 
tervals surrounding true population growth rates is 
tested. Specifically, a critical question is: do 95% con- 
fidence intervals estimated using these techniques cap- 
ture the true population growth rate in 95% of the 
population subsamples? In this paper, we (1) compare 
results of Jackknifing and Bootstrapping procedures for 
estimating the uncertainty in growth rates of laboratory 
populations of D. pulex; (2) evaluate the reliability of 
Jackknife and Bootstrap 95% confidence intervals by 
applying these techniques to repeated subsamples from 
two large, hypothetical populations; and (3) discuss 
estimation biases when data on survivorship and re- 
production in small subsamples of large populations 
are used to estimate population growth rates. 

METHODS 
Cladoceran populations 

Survivorship and fecundity data for Daphnia pulex 
were taken from a laboratory study on toxic effects of 
cadmium and copper (Ingersoll and Winner 1982). In 
that study, tests were started with neonate D. pulex 
females (< 24 h old) and were continued for up to 70 d. 
Animals were maintained in separate beakers in 40 
mL of reconstituted lab water at 20°C under a 16:8, 
L:D photoperiod. Survival and reproduction of 10 fe- 

males per cadmium or copper exposure concentration 
(i.e., 10 replicate beakers per exposure level) were mon- 
itored daily; new offspring were removed daily from 
beakers, and adults were transferred to fresh exposure 
solutions every 3 d. From those data, survival and 
fecundity of control and exposure cohorts were com- 
pared to evaluate chronic effects of exposure to cad- 
mium and copper. (See Ingersoll and Winner 1982 for 
additional test details and results.) However, popula- 
tion growth rates were not reported by Ingersoll and 
Winner (1 982) because statistical uncertainty sur- 
rounding the population growth rates could not be es- 
timated. We reanalyzed Ingersoll and Winner’s data 
for four cohorts of control animals (no toxicant ex- 
posure) that came from the same stock population, but 
were born on different days during June and July 198 1. 
Specifically, we calculated per capita rates of increase 
and 95% confidence intervals, using two computer- 
intensive procedures (see Jackknife and Bootstrap Cal- 
culations). Then we compare those values to detect 
significant differences in population growth rate be- 
tween cohorts. 

Since ad hoc procedures for estimating means and 
standard errors of population growth rates have not 
yet been validated in the literature for this type of 
collection, we generated two hypothetical populations 
of parthenogenically reproducing cladocerans to test 
the reliability of estimated 95% confidence intervals. 
Each hypothetical population contained 100 females 
whose pattern of reproduction was similar to that ob- 
served for D. pulex controls (Ingersoll and Winner 
1982). We randomly assigned daily observations of 
newborn offspring through Day 28, according to the 
following rules: (1) no reproduction before Day 7; (2) 
brood period = 2 or 3 d (50% probability for each, 
with the brood duration being selected randomly for 
each brood of each female in the population); (3) brood 
size was normally distributed about the mean brood 
size of 10 offspring and was selected randomly for each 
brood of each female in the population; and (4) coef- 
ficient of variation in the mean brood size = 0.25. 

Because Ingersoll and Winner (1 982) never observed 
> 10% mortality of control adults by Day 28, we im- 
posed no mortality on Hypothetical Population 1. Sim- 
ulated sampling distributions of per capita rates of in- 
crease generated from this first hypothetical population 
were approximately normal. But Rag0 and Dorazio 
(1 984) reported that sampling distributions for X values 
in D. pulex populations are skewed toward low values 
when juvenile mortality is high and adult reproduction 
is not substantially changed. To investigate the poten- 
tial effects of skewness on the validity of estimated 95% 
confidence intervals, we imposed heavy juvenile mor- 
tality on Hypothetical Population 2. In that population 
all animals survived to Day 5, but then the probability 
of survival ( I , )  decreased linearly in increments of 0.1 
from Day 6 (/\ = 0.9) to Day 15 ( I ,  = O.O), when all 
animals were dead. Approximately 26% of the juve- 



1158 JOSEPH S. MEYER ET AL. Ecology, Vol. 67, No. 5 

TABLE 1. Results of computer simulations of reproduction by the first five females in each of two hypothetical cladoceran 
populations.* 

Number of offspring produced 

Hypothetical Population 1 Hypothetical Population 2f 
class Animal 1 2 3 4 5 Animal 1 2 3 4 5 
Age 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

0 
0 
0 
0 
0 
0 
0 
4 
0 

11 
0 
9 
0 
0 

13 
0 
0 
9 
0 
0 
7 
0 
0 

12 
0 
0 
9 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
8 
0 
0 

11 
0 
0 

10 
0 
7 
0 
0 
5 
0 
0 
4 
0 
0 
8 
0 

0 
0 
0 
0 
0 
0 

12 
0 

10 
0 
9 
0 
8 
0 
9 
0 
0 

16 
0 
0 
8 
0 
0 
9 
0 

10 
0 
0 

0 
0 
0 
0 
0 
0 
8 
0 
0 
8 
0 
9 
0 
0 

14 
0 
0 

10 
0 
0 
8 
0 
0 

10 
0 

10 
0 

10 

0 
0 
0 
0 
0 
0 
0 
0 

12 
0 
0 
7 
0 
0 

10 
0 
6 
0 
0 

11 
0 

11 
0 
9 
0 

11 
0 
0 

0 
0 
0 
0 
0 
0 
0 

10 
0 
0 

10 - 

0 
0 
0 
0 
0 
0 
0 
0 
8 
0 
0 

0 0 
0 0 
0 0 
0 0 
0 0 
0 0 

0 0 
11 
0 
7 
0 
0 
8 

- 

- 

* For details, see Methods: Cladoceran Populations. 
f Underlining indicates the death of the female during the age class. 

niles died before reproducing, yet mean brood sizes of 
the surviving females at each age class in Hypothetical 
Population 2 were approximately equal to mean brood 
sizes of females in the same age classes in Hypothetical 
Population 1 (difference between overall mean brood 
sizes = 2.2%). 

Although the survivorship and reproduction sched- 
ules for these hypothetical populations are not typical 
of all cladoceran populations, they provide a contrast 
between normal and skewed sampling distributions of 
r that is useful for testing the reliability of uncertainty 
estimates. To illustrate this contrast in survival and 
reproduction schedules, reproduction by the first five 
animals in each hypothetical population is shown in 
Table 1. Procedures for calculating 95% confidence 
intervals surrounding estimates of per capita rate of 
increase and for testing the reliability of the estimates 
are described in Confidence Interval Coverage Rates. 

Population growth rate calculations 
Population growth rates were calculated according 

to the familiar Euler equation 
R 

1 = C e - r . x . 1 , -  rnV ,  (1) 

where r = per capita rate of increase for the population 
(number per day), x = age class (days; 0, 1, 2, . . . , Q),  

x-0 

Q = oldest age class in the population, I ,  = probability 
of surviving to age x, and m, = fecundity at age x. 
Because this calculation involves a summation over 
several age classes, r cannot be isolated on one side of 
the equation to provide a closed-form, algebraic so- 
lution. Instead, iterative calculations must be per- 
formed in order to determine an r value that satisfies 
Eq. 1. 

For the computations reported in this paper, we used 
a half-interval iteration algorithm (Arden and Astill 
1970) programmed onto a Control Data Corporation 
Cyber 760 computer. To begin computations for a data 
set, we approximated the per capita rate of increase 
using the following equation suggested by Caughley 
( 1 9 7 7): 

n 

x-0 P O  

where R, = net reproductive rate, and T, = generation 
time. Given this initial approximation for the value of 
r, we then proceeded with interval-halving computa- 
tions and refined our estimate of r until the value of 
the right-hand side of Eq. 1 was between 0.9999 and 
1 .OOO 1. Values of r computed under this criterion were 
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repeatable to within 0.00001 d-l (i.e., repeatable to 
within ~0.003% of the r values computed for most 
data sets used in this study), no matter what initial 
estimates of r were used to start the iterations. 

Jackknife and Bootstrap calculations 
We estimated bias, standard errors, and sampling 

distributions of r using two computer-intensive tech- 
niques, Jackknifing and Bootstrapping. Briefly, both 
procedures are based on (1) recombining the original 
data, (2) calculating pseudo-values of the parameter of 
interest for each recombination of the original data, 
and (3) estimating the mean value and standard error 
of the parameter of interest from the resulting fre- 
quency distribution of pseudo-values. For a more ex- 
tensive review of theory behind these procedures, see 
Efron (1982). 

Before starting Jackknife and Bootstrap calculations 
on a given data set, we computed the per capita rate 
of increase for the original data set (Tall, the full-sample 
estimator) using Eq. 1. Then for the Jackknife proce- 
dure, we omitted one of the n replicate animals (the 
ith animal, i = 1, 2, . . . , n)  from the original data set 
and recomputed a per capita rate of increase ( F J  using 
data from the remaining n - 1 animals. The Jackknife 
pseudo-value (FJ was then calculated for this subset of 
the original data as follows: Fl = n-r,, - (n - l) .FI.  
We repeated this process until pseudo-values were cal- 
culated for all n possible omissions of one animal from 
the original data set. Finally, we computed the mean 
value (rJ) and the standard error of the n Jackknife 
pseudo-values as follows: 

G(rJ) = , 

where s2? = variance of the n Jackknife pseudo-values, 
v,, F2 ,  * - , KJ.  

In the Bootstrap procedure, we randomly recom- 
bined the original data, rather than sequentially omit- 
ting one animal as was done in the Jackknife. To ini- 
tiate a Bootstrap replicate, we placed the original data 
set of n animals into a pool from which n values were 
randomly selected with replacement (i-e., each sampled 
animal was placed back into the data pool before another 
animal was sampled). Thus, any animal in the original 
data set could have been represented more than once 
or not at all in the Bootstrap replicate. (Conceptually, 
this random sampling of the original data mimicked a 
hypothetical resampling of the entire population.) We 
then computed the per capita rate of increase for this 
random recombination of the original data and des- 
ignated it P I ,  the r value estimated for the ith Bootstrap 
replicate. Random sampling and calculation of r* were 
repeated rn times (i.e., rn Bootstrap replicates were 
performed), with the value of m depending on the prey 
cision desired for the Bootstrap estimates. Finally, to 

complete the Bootstrap calculation we computed the 
mean value (rB) and the standard error of the m Boot- 
strap r* values as follows: 

G(r,) = fi , 
where s2,. = variance of the rn Bootstrap r* values, 

Let rpop denote the per capita rate of increase for the 
entire population under consideration. If raII is a biased 
estimate of rpop, then r, will generally be biased because 
it estimates raN rather than rpop. The bias of Tall is defined 
as 

{PI, r * 2 ,  * - - 7 P,). 

which can be estimated by 

Bias(r,,) = r, - ralP 

Therefore, we computed a bias-adjusted Bootstrap es- 
timate of r as follows: 

r B . a ~  = 2'raI/  - rB. 

The precision of a Bootstrap estimate will depend 
on how many times the original data are randomly 
recombined (i.e., how many replicates, m, are per- 
formed within a Bootstrap calculation), and the Boot- 
strap estimate will converge on a stable value as rn 
becomes large (by the law of large numbers). Further- 
more, repeated Bootstrap calculations performed with 
the same number of replicates and the same original 
data will vary somewhat, because a new sequence of 
random numbers is used to start the rn random recom- 
binations performed within each Bootstrap calcula- 
tion. In order to evaluate consistency of Bootstrap es- 
timates as a function of the number of replicates 
performed within a Bootstrap calculation, we com- 
pared results for one data set (the 9 June cohort of D. 
pulex control animals) using rn = 100, 250, 500, and 
1000 replicates. This set of calculations was then re- 
peated 12 times using random, nonrepeated starting 
points for the random number sequences, in order to 
evaluate variability among repeated Bootstrap calcu- 
lations. Values reported in this paper for all other D. 
pulex cohorts and for the two hypothetical cladoceran 
populations were based on 1000 replicates per Boot- 
strap calculation. 

Confidence interval coverage rates 
Confidence intervals surrounding Jackknife and 

Bootstrap estimates of the per capita rate of increase 
were calculated by two methods. For the first method, 
we assumed that sampling distributions of r would be 
approximately normal. Hence the limits of a 95% con- 
fidence interval calculated for Jackknife estimates were 
given by 
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rJ * t t n -  1.0.95). [G(rJ)19 (2) 
and for bias-adjusted Bootstrap estimates the limits 
were given by 

rE.udj * ( l n -  1.0.95). [ S E ( r B ) l ,  (3) 

where n = number of individuals in the original sam- 
ple. In this paper, intervals obtained using this method 
are referred to as “Jackknife normal-based” and “bias- 
adjusted, Bootstrap normal-based” estimates of 95% 
confidence intervals. 

For the second method, we took advantage of the 
information contained in the frequency distributions 
of the 1000 values of r* that were generated during 
each Bootstrap calculation. We computed skewness and 
kurtosis of these distributions according to Sokal and 
Rohlf (1 98 1) and determined the 2.Yh and 9 7 S h  per- 
centile values (r*2.5% and r*9,.5%), in order to encompass 
the central 95% of the Bootstrap distribution. The in- 
terval from r*2.5% to r*97.594 is a candidate for a 95% 
confidence interval on r (the percentile method of 
Efron [ 19821); however, it was found through computer 
simulations that this interval is biased when sampling 
distributions are skewed. We therefore adopted a bias- 
corrected percentile method for the Bootstrap (Efron 
1982) in order to compute the following asymmetrical 
95% confidence interval: 

95% cr(z) = frB.ndj - ( r B  - r*2.5°h); rB,a& 

+ (r*97.5?h - rLJ1. (4) 

In addition, we computed a bias-corrected, percentile- 
based 95% confidence interval that is adjusted for small 
sample size, as follows: 

95% cI(t) = [rB,udj - (tn-1,0.95/1*96) 

.(TB - r*z.s%); 

.(r*97.5% - rd1, ( 5 )  

rLf,adj + t t n -  1.0.95/1 *96) 

where 1.96 represents the critical t value for a large 
sample size (i-e., the z0.,, value for a normal distri- 
bution). Eq. 5 is an ad hoc adjustment of the bias- 
corrected percentile method that increased coverage 
rates; however, there is no formal proof that it will 
always increase them. Analogous to the technique that 
is used to calculate 95% confidence intervals for nor- 
mally distributed variables with small sample sizes, 
the term tn-l.o.9s/l.96 expands the width of the bias- 
corrected confidence interval to compensate for small 
sample sizes. If the Bootstrap distribution is based on 
a large sample size (n),  then Eq. 5 reduces to Eq. 4. In 
this paper, intervals obtained using these methods are 
referred to as “bias-adjusted, Bootstrap percentile- 
based” estimates of 9 5% confidence intervals. 

To test the reliability of these approximate 95% con- 
fidence intervals, we subsampled 10 animals ( n  = 10) 

1000 times from the two hypothetical cladoceran pop- 
ulations described above, computed Jackknife and 
Bootstrap standard errors and Bootstrap sampling dis- 
tributions for each population subsample, and calcu- 
lated how often the resulting 1000 Jackknife and bias- 
adjusted Bootstrap confidence intervals captured the 
true r value of the hypothetical population. Observed 
coverage rates were then compared to the expected 
coverage rate (950 out of 1000) by a chi-square test 
with one degree of freedom. Larger population sub- 
samples (n > 10) might have improved precision and 
accuracy of Bootstrap and Jackknife estimates. How- 
ever, we chose this sample size for our computer sim- 
ulations because 10 animals are usually tested in ap- 
plied cohort studies (e.g., cladoceran chronic toxicity 
tests). 

Estimation biases 
Besides testing the reliability of 95% confidence in- 

tervals, we compared the 1000 paired Jackknife and 
bias-adjusted Bootstrap r values that were calculated 
for each hypothetical population subsample (1) with 
each other, (2) with the full-sample estimate of r for 
each population subsample, and (3) with the true pop- 
ulation r value to determine whether r, and rE.adj were 
biased estimators. We also compared the 1000 paired 
Jackknife and Bootstrap estimates of s ~ ( r )  to determine 
whether &-,) = G(r,). Finally, we computed the fol- 
lowing mean square error values (MSE) as indexes for 
overall comparisons of the estimates of r and S E ( ~ ) :  

, 1000 

, 1000 

where rJ,, = Jackknife estimate of r for the ith population 
subsample; ra,/ = Bootstrap estimate of r for the ith 
population subsample; rpop = true r value of the hy- 

pothetical population; 7, = 2 r,,,,/l000; TB = rB,,/ 

1000; E(r, , )  = Jackknife estimate of SE(T) for the ith 

I000 I000 

I =  I I=-  I 
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TABLE 2. Per capita rates of increase, with 95% confidence intervals in parentheses, for four laboratory cohorts of Daphnia 
pu1e.x. Calculations* were based on data for 10 individuals per cohort reported by Ingersoll and Winner (1982). 

~~ ~~ ~~ 

Per capita rate of increase (d-I) 

Full sample Normal-based estimatest estimate Percentile-based estimate 
Date cohort born ( r d t  r J  rB.adi (rB.adi) 0 

9 June 0.327 0.327 0.326 0.326 

21 June 0.427 0.427 0.427 0.427 

1 July 0.325 0.325 0.326 0.326 

9 July 0.350 0.350 0.350 0.350 

(0.307-0.347) (0.3 0 7-0.3 46) (0.3064.345) 

(0.403-0.4 5 0) (0.404-0.449) (0.404-0.448) 

(0.3 14-0.337) (0.314-0.337) (0.3 13-0.337) 

(0.319-0.382) (0.320-0.38 1) (0.3 234.3 8 2) 
* For details, see Methods: Jackknife and Bootstrap Calculations. 
t roll = per capita rate of increase calculated from the original cohort data. 
# r, and rB,4 are the Jackknife and bias-adjusted Bootstrap estimates of the per capita rate of increase, respectively, with 

Q rB,a4 = bias-adjusted Bootstrap estimate of the per capita rate of increase, with 95% confidence limits calculated by 
95% confidence limits calculated by Eq. 2 and Eq. 3, respectively. 

Eq. 5. 

population subsample; G(r,.,) = Bootstrap estimate of 
SE(T) for the ith population subsample; and s ~ ( r J  = 
standard error of the 1000 rail values. On the right- 
hand side of Eq. 6 and of Eq. 7, the first term inside 
brackets is the variance of the estimator, and the sec- 
ond term inside brackets is the square of the bias of 
the estimator. 

RESULTS 
Daphnia pulex cohorts 

Per capita rates of increase estimated for the four 
control cohorts of D. pulex are shown in Table 2. Jack- 
knife and bias-adjusted Bootstrap values (rJ and r, , , , )  
rounded to three significant figures differed by no more 
than 0.00 1 d-' (W.2-O.3%). Furthermore, each value 
differed from its respective full-sample estimate of r 
by no more than 0.001 d-'. Confidence intervals es- 
timated by the Jackknife normal-based procedure (Eq. 
2); the bias-adjusted, Bootstrap normal-based proce- 
dure (Eq. 3); and the bias-adjusted, Bootstrap percen- 
tile-based procedure (Eq. 5 )  were similar. In all cases, 
corresponding values of upper or lower confidence lim- 
its differed by 1.3% or less. Among the four cohorts, 
though, per capita rates of increase ranged from 0.325 
to 0.427 d-l, with the value for the 21 June cohort 
significantly greater than that for any of the other co- 
horts (P -=c .O 1 ; Tukey Method for Pairwise Compar- 
isons [Neter et al. 19851). There was no apparent tem- 
poral trend toward increasing or decreasing r values. 

Coefficients of variation in the mean of r (6?[r] = 
z [ r ] / r )  for the control cohorts of D. p u l a  ranged from 
1.6 to 3.8%. Coefficients of variation in the mean of 
brood size (G[mean brood size] = $([brood size]/[mean 
brood size]) for these same cohorts ranged from 
5.4 to  9.o0/o, and coefficients of variation in the mean 
of total reproduction (c^[mean total reproduction] = 
G[total reproduction]/[mean total reproduction]) 
ranged from 3.2 to 11.5%. In addition, coefficients of 

variation in mean day to death (G[mean day to death] = 
G[day to death]/[mean day to death]) ranged from 2.6 
to 8.2%, where c^[mean day to death] is a measure of 
variability in survivorship. Therefore, coefficients of 
variation in the mean of r ranged from approximately 
one-half to one-third the magnitude of coefficients of 
variation in the means of the data on reproduction and 
survival from which the r values had been calculated. 

To evaluate between-run variability of the Bootstrap 
procedure, we repeated Bootstrap calculations 1 2 times 
for the 9 June data set. Each time, Bootstrap values 
were estimated using 100, 250, 500, and 1000 Boot- 
strap replicates (m) per run. Means of the 12 r, values 
calculated using the same number of Bootstrap repli- 
cates per run were similar. Specifically, the mean values 
ranged from 0.32690 (m = 250) to 0.32731 d-I (m = 
500), and the standard deviations computed for each 
set of 12 rB values ranged from 0.00026 (m = 1000) 
to 0.00058 d-I (m = 500). Thus, r,  values were con- 
sistent to within "0.001 d-' (i.e., 2 X SD[rB]), which 
is why we rounded all other r values to three signgcant 
figures. Means of the 12 standard error values ( sE[~~] )  
estimated by the Bootstrap procedure (using the same 
number of Bootstrap replicates per run) also were sim- 
ilar. Specifically, mean %(rB) values ranged from 
0.00844 (m = 500) to 0.00877 d-l (rn = 100). However, 
the standard deviation computed for each set of 12 
G(rB) values decreased monotonically from 0.00075 
(m = 100) to 0.00016 d-I (m  = 1000) as the number 
of Bootstrap replicates increased. Thus, G(r,) values 
computed using 100 replicates per run were approxi- 
mately five times as variable as those computed using 
1000 replicates per run. 

Hypothetical claa'oceran population I 
Average Jackknife and bias-adjusted Bootstrap es- 

timates of Y based on 1000 subsamples (n = 10) drawn 
from Hypothetical Population 1 agreed well between 
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TABLE 3. Jackknife and Bootstrap estimates* of per capita rate of increase (r), based on 1000 subsamples of the hypothetical 
cladoceran populations. 

Hypothetical Population 1 Hypothetical Population 2 

True True 
popula- Bias-adjusted popula- Bias-adj usted 

tion Jackknife Bootstrap tion Jackknife Bootstrap 
value estimates estimates? value estimates estimates? 

Mean r (d-I) 
G(r) (d-I) 
Coverage rate$ 

Using normal-based 95% 
confidence intervals§ 

Using percentile-based 95% 
confidence intervals11 

0.374 0.374 0.374 0.3 I3 0.31 1 0.31 1 
0.0 129 0.01 22 0.0329 0.0335 

0.944 0.934 0.965 0.964 
(Xz = 0.758) (X2 = 5.389) (Xz = 4.737) (X2 = 4.126) 

0.932 0.960 
(Xz = 2.105) (X2 = 6.821) 

* Jackknife and bias-adjusted Bootstrap estimates are based on 1000 subsamples of 10 animals each that were randomly 

f 1000 Bootstrap replicates were run within each Bootstrap calculation for each of the 1000 population subsamples. 
$ Coverage rates are expressed as the fraction of times that the 1000 95% confidence intervals captured the true population 

r value. Chi-square method used to test for significant differences from the expected coverage rate of 0.950 (950 out of 1000). 
Critical values are: x2,,o.9s = 3.841, x2,,o.99 = 6.635. 

8 Based on Eqs. 2 and 3. 
I( Based on Eq. 5 .  

drawn from the hypothetical population. For details, see Methods: Jackknife and Bootstrap Calculations. 

themselves and with the true r value of the population 
(Table 3). For this hypothetical population, the un- 
adjusted Bootstrap estimate and these three r values 
were all equal. However, the average Jackknife esti- 
mate of SE(T) was 5.7% greater than the average Boot- 
strap estimate of S E ( ~ ) .  Confidence intervals calculated 
assuming normal-based distributions (Eqs. 2 and 3) 
captured the true population r value in 94.4% of the 
1000 population subsamples using the Jackknife pro- 
cedure and in 93.4% of the same 1000 population sub- 
samples using the bias-adjusted Bootstrap procedure 
(Table 3). Furthermore, 95% confidence intervals cal- 
culated using the bias-adjusted, Bootstrap percentile- 
based method adjusted for small sample size (Eq. 5) 
captured the true population r value in 93.2% of the 
1000 population subsamples, The higher rate of cap- 
turing the true population r value using the Jackknife 
procedure reflects the larger Jackknife G(r) value rel- 
ative to the Bootstrap z(r) value and indicates that the 
Bootstrap sampling distributions may have been too 
narrow. Indeed, the Jackknife confidence interval cov- 
erage rate did not differ significantly from the expected 
value of 95% (P > .05; Table 3), whereas coverage 
rates for the Bootstrap normal-based and percentile- 
based methods were significantly less than 95% (P < 
.05 and P < .01, respectively; Table 3). For compar- 
ison, Jackknife and Bootstrap confidence intervals cap- 
tured the true population r value in only 91.3 and 
90.0% of the 1000 population subsamples, respective- 
ly, when G(r) was multiplied by the critical z value 
(1.960) instead of by the critical t value (i-e., when 
confidence intervals were not adjusted for small sample 
size). Similarly, the bias-adjusted Bootstrap percentile- 
based method not adjusted for small samples (Eq. 4) 
proposed by Efron (1 982) captured the true population 
r value only 89.4% of the time. 

Bootstrap estimates of S E ( ~ )  for Population 1 were 
consistently less than or equal to the corresponding 
Jackknife estimates of ~ ( r )  (Table 4). Yet mean square 
error for the 1000 Bootstrap estimates of r was only 
0.4% less than mean square error for the 1000 Jack- 
knife estimates of r (MSE[Y~] = 0.000 1763 and M S E [ ~ ~ ]  = 
0.000 1770). In addition, MSE(G[~~])  was only 4.2% less 
than MSE(G[~~]). The 1000 Jackknife and Bootstrap 
estimates were approximately evenly distributed about 
the true population r value and were unbiased (Tables 
3 and 4). Full-sample estimates of r values for the 1000 
population subsamples were also evenly distributed 
about the true population r value and were unbiased 
(Tables 3 and 4). Mean skewness (0.025) and kurtosis 
(-0.082) of the Bootstrap distributions generated for 
the 1000 subsamples of Hypothetical Population 1 were 
not significantly different from zero (P > .5 ,  Test of 
Significance of a Statistic; Sokal and Rohlf 198 1). 

Hypothetical cladoceran population 2 
The average unadjusted Bootstrap estimate of r based 

on 1000 subsamples (n = 10) drawn from Hypothetical 
Population 2 was 2.6% less than the average Jackknife 
estimate of r, and 3.3% less than the true r value of 
the population. However, the average bias-adjusted 
Bootstrap estimate of r equalled the average Jackknife 
estimate of r (Table 3). The average Jackknife estimate 
of S E ( ~ )  was 1.8% less than the average Bootstrap es- 
timate of SE(Y) (Table 3). Confidence intervals calcu- 
lated assuming normal-based distributions (Eqs. 2 and 
3) captured the true population r value in 96.5% of the 
1000 population subsamples using the Jackknife pro- 
cedure, and in 96.4% of the same 1000 population 
subsamples using the bias-adjusted Bootstrap proce- 
dure; 95% confidence intervals calculated using the bias- 
adjusted, Bootstrap percentile-based method adjusted 
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for small sample size (Eq. 5 )  captured the true popu- 
lation r value in 96.0% of the 1000 population sub- 
samples (Table 3). Confidence interval coverage rates 
for the Jackknife and Bootstrap normal-based methods 
were significantly greater than the expected value of 
95% (P < .05; Table 3), whereas the coverage rate for 
the Bootstrap percentile-based method did not differ 
significantly from 95% (P < .05). 

Bootstrap estimates of S E ( ~ )  for Population 2 were 
often greater than or equal to the corresponding Jack- 
knife estimates (Table 4), but mean square error for 
the 1000 Bootstrap estimates was only 1.9% greater 
than the mean square error for the 1000 Jackknife 
estimates ( M S E [ ~ ~ ]  = 0.0009642 and M S E [ ~ , ]  = 
0.0009460). Since the 1000 Jackknife and bias-ad- 
justed Bootstrap estimates were approximately evenly 
distributed about the true population r value (Table 
4), the approximately fivefold increases in M S E ( ~ )  values 
for Hypothetical Population 2 compared to Hypo- 
thetical Population 1 were predominantly caused by 
increased variance in rs and r,. Values of mean square 
errors of z(r) were similar in the hypothetical ~ o p u -  
lations; but in Hypothetical Population 2, MSE[SE(~,)] 
was 9.1% greater than MSE[&(~,)]. Full-sample esti- 
mates of r for the 1000 population subsamples tended 
to be less than the true population r value (6 = 0.307 
d-l, whereas rpop = 0.3 13 d-'; see also Table 4). Mean 
skewness (-0.774) and kurtosis (1.574) of the Boot- 
strap distributions generated for the 1000 subsamples 
of Hypothetical Population 2 were significantly differ- 
ent from zero (P < .001, Test of Significance of a Sta- 
tistic; Sokal and Rohlf 198 1). 

DISCUSSION 
The Bootstrap and Jackknife are two ad hoc, com- 

puter-intensive techniques that have become popular 
for estimating variances of variables when closed-form 
variance formulas do not exist. Although the theoret- 
ical advantages of the Bootstrap procedure over the 
Jackknife have been touted recently (e.g., Efron 1982), 
our analyses of D. pulex population growth rates showed 
that the two techniques produce similar results. For 
these control cohorts (no pollutant exposure) taken from 
laboratory populations of D. pulex, it appeared that 
normal-based statistical comparisons (e.g., t tests) were 
valid and that estimation biases were relatively small 
(<0.3%). 

However, comparing results for small cohorts of D. 
pulex that yielded approximatley normal sampling dis- 
tributions of r does not necessarily validate the pro- 
cedures. A more appropriate test would be to sample 
repeatedly from a large population whose true per cap- 
ita rate of increase is known and whose sampling dis- 
tribution of r is nonnonnal. In this study we created 
two hypothetical cladoceran populations each contain- 
ing 1000 parthenogenic females; survival and repro- 
duction schedules for Hypothetical Population 1 yield- 

TABLE 4. Results of comparisons of per capita rates of in- 
crease (r)  and standard errors estimated by Jackknife and 
Bootstrap procedures for Hypothetical Cladoceran Popu- 
lations 1 and 2. 

Frequency of occurrence? 
Hypothetical Hypothetical 

Outcome* Population 1 Population 2 
0.172 
0.673 
0.155 
0.493 
0.027 
0.480 
0.489 
0.036 
0.475 
0.498 
0.034 
0.468 

0.638 
0.362 
0.000 

0.366 
0.35 1 
0.283 
0.488 
0.016 
0.496 
0.482 
0.0 18 
0.500 
0.539 
0.0 13 
0.448 

0.242 
0.288 
0.470 

* rB,adj = bias-adjusted Bootstrap estimate of per capita rate 
of increase, based on 1000 replicates per Bootstrap calcula- 
tion; rJ = Jackknife estimate of per capita rate of increase; 
rpop = true per capita rate of increase for the hypothetical 
population; r,, = full-sample estimate of per capita rate of 
increase, calculated from the original data for each population 
subsample; G ( r B )  = Bootstrap estimate of S E ( ~ ) ,  and z(rJ) = 
Jackknife estimate of sE(r). 

t Based on 1000 subsamples of 10 animals each that were 
randomly drawn from each hypothetical population. For de- 
tails, see Methods: Estimation Biases. 

ed approximately normal sampling distributions of 
Bootstrap r values, whereas Hypothetical Population 
2 yielded skewed and kurtotic sampling distributions. 
For each hypothetical population, we compared 9 5% 
confidence intervals that were estimated by assuming 
(1) normal sampling distributions of r, and (2) skewed 
sampling distributions of r. 

Under the first assumption, confidence intervals were 
calculated by multiplying the standard error of r times 
the critical t value at n - 1 degrees of freedom (Eqs. 
2 and 3). Mosteller and Tukey (1977) recommended 
this procedure for estimating Jackknife confidence in- 
tervals, and our results support their ad hoc recom- 
mendation. However, no guidance has previously been 
proposed in the literature regarding what multiplier 
should be used to estimate Bootstrap confidence in- 
tervals for a normally distributed parameter. In this 
study, even though data sets were randomly recom- 
bined 1000 times within each Bootstrap calculation, 
the statistical uncertainty in r appeared to be limited 
by the sample size of the original data (n = 10). Con- 
fidence intervals calculated using the : value (i.e., the 
critical t value for infinite sample size) did not capture 
the true population r values as well as corresponding 
confidence intervals calculated using the critical t value 
at n - 1 degrees of freedom. Therefore. for populations 
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whose sampling distributions of r are approximately 
normal, we recommend that the Bootstrap standard 
error should likewise be multiplied by the critical t 
value at n - 1 degrees of freedom to estimate a con- 
fidence interval on r, where n = sample size of the 
original data set. 

Jackknife and bias-adjusted, Bootstrap normal-based 
estimates of 95% confidence intervals (Eqs. 2 and 3) 
tended to be liberal for the population with a normal 
sampling distribution of r (i.e.¶ they yielded slightly 
narrower confidence intervals than necessary to cap- 
ture the true population r value 95% of the time), 
whereas the confidence intervals tended to be slightly 
conservative for the population with a skewed Sam- 
pling distribution of r. However, coverage rates were 
approximately the same as those attained by selecting 
the 2Sth and 97.Yh percentile values of the skewed, 
bias-adjusted Bootstrap distributions as interval limits, 
and then expanding the interval to account for the 
small sample size of the original data set (Eq. 5). 

Our results for normal sampling distributions of r 
agree with Efron’s (1 982) conclusion that the Jackknife 
appears to be a more conservative estimator of 95% 
confidence intervals than the Bootstrap. But because 
Bootstrap confidence intervals were slightly larger than 
Jackknife confidence intervals for skewed sampling 
distributions of r, it appears that Efron’s analysis is not 
robust. More important, (1) Jackknife estimates of r 
were as accurate as Bootstrap estimates of r, (2) relative 
errors in estimating r, as measured by MSE[~], were 
approximately equal for both methods, and (3) relative 
errors in estimating S E ( ~ ) ,  as measured by MSE(G[P]), 
did not differ considerably. Therefore, since Jackknife 
calculations for a data set of 10 replicate animals re- 
quired only 1% as much computation time as a cor- 
responding Bootstrap calculation incorporating 1000 
replicates per run, Jackknifing will usually be more 
cost-effective when computer time or capacity is lim- 
ited (e.g., with desk-top computers), and when survi- 
vorship and fecundity in a population are similar to 
those reported in this study. 

We have not yet compared Jackknife and Bootstrap 
techniques using survivorship and fecundity schedules 
typical of other invertebrate or vertebrate populations. 
But it appears that the Bootstrap will be superior to 
the Jackknife only when sample sizes are large, or ex- 
tremely skewed sampling distributions of r can be ex- 
pected, such as when juvenile mortality is high (Rago 
and Dorazio 1984). Even then, the Jackknife may be 
acceptable if actual 9 5% confidence interval coverage 
rates ranging from z 9 3  to 97% can be tolerated. 

Our results do not support Lenski and Service’s (1 982) 
conclusions concerning Jackknife estimation proce- 
dures. Although they used a Jackknife procedure to 
estimate X and Var(X), their calculations of finite growth 
rates were based on the premise that individual lives 
with deterministic survival and reproduction are ran- 
domly selected from a population, rather than the 

premise that survival and reproduction within a given 
life are independent stochastic events. Based on that 
analysis, Lenslu and Service (1982) discarded the tra- 
ditional Jackknife procedure that we used in our cal- 
culations because they believed that it underestimated 
Var(A). Instead, they proposed several modified Jack- 
knife procedures to estimate Var(X) (their vTr[Fi] and 
v&[Fi]). But our results show that the traditional Jack- 
knife procedure provides reliable estimates of 95% 
confidence intervals. Therefore Lenski and Service’s 
( 1 982) modified Jackknife procedures are extremely 
conservative, because their results yielded much larger 
variance estimates than the traditional Jackknife pro- 
cedure. Rag0 and Dorazio (1 984) extensively critiqued 
one of those modified Jackknife estimators and dem- 
onstrated that it yielded estimates of Var(X) that were 
two to three orders of magnitude too large for exper- 
imental cohorts of D. pulex. Yet Rag0 and Dorazio’s 
(1 984) analysis must also be interpreted with caution. 
They tested the validity of estimated 95% confidence 
intervals by asking the question: What percentage of 
the distribution generated in one Monte Carlo simu- 
lation for a cohort of 20 animals was captured by the 
estimated 9 5% confidence interval? This criterion only 
defined a “tolerance interval” for their sampling dis- 
tributions (Bury 1979, which itself was based on data 
for only a small subset of the original D. p u l a  popu- 
lation. A more appropriate test would be to subsample 
repeatedly a large population and determine how often 
the estimated 95% confidence intervals capture the true 
population growth rate, thus defining “confidence” in 
the uncertainty estimates rather than “tolerance” with- 
in a given sampling distribution, 

If the Bootstrap procedure is used to estimate con- 
fidence intervals surrounding per capita rates of in- 
crease, we recommend that between 500 and 1000 rep- 
licates be run within each Bootstrap calculation for two 
reasons. First, although the mean r value can be esti- 
mated consistently using as few as 100 Bootstrap rep- 
licates per run, variability in the standard error of r 
decreases considerably as the number of Bootstrap rep- 
licates increases (e.g., coefficients of variation for 12 
standard error values decreased steadily from 8.6% at 
100 replicates per calculation to 1.9% at 1000 replicates 
per calculation, based on the same original data set; 
see Results: Daphnia pulex Cohorts). And second, if 
the sampling distribution is skewed and Eq. 5 is used 
to compute a 95% confidence interval, the 2Sth and 
97Sth percentile r* values in a Bootstrap distribution 
are more consistent when they are selected from a large 
sampling population. Therefore, between-run vari- 
ability in 95% confidence intervals will tend to be min- 
imized using 500-1 000 Bootstrap replicates per run, 
whether a normal or skewed distribution of r* values 
exists. 

Coefficients of variation in per capita rates of in- 
crease for D. puIex ( ~ 2 - 4 %  in this study) were one- 
half to one-third the magnitude of coefficients of vari- 
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ation in the mean of reproduction, a variable from 
which r values are calculated. This trend has also been 
observed with two other cladoceran species tested in 
our laboratory at the University of Wyoming, Daphnia 
magna (G[r] = 0.9% and &[mean total reproduc- 
tion] = 1.7%; A. Boelter, personal communication) and 
Ceriodaphnia afiniddubia (G[r] = 1.5-4.8% and 
&[mean total reproduction] = 3.7-1 3.5%; D. Brook- 
shire, personal communication). This result is surpris- 
ing, since variability in per capita rates of increase 
might be expected to be greater than variability in the 
parameters used to calculate r values (i.e., survival and 
reproduction). Instead it appears that variability in 
brood size is poorly correlated among individuals in a 
population, and that extremes in reproductive output 
and survival of individuals tend to be dampened at the 
population level. These results also suggest that if the 
absolute values of the per capita rate of increase and 
average total reproduction are equally sensitive to per- 
turbations such as pollutant stress, then the per capita 
rate of increase should be a more sensitive indicator 
of population responses to perturbation because vari- 
ability in estimates of r is lower than variability in 
estimates of total reproduction. 

Temporal variability in r values is also important to 
consider. For example, we identified a significant dif- 
ference (P << .O 1) in per capita rates of increase among 
four D. pulex cohorts born from the same laboratory 
stock population during a 1 -mo period (Table 2). This 
result could have been caused by (1) fortuitous sam- 
pling; (2) genetic differences between lineages within 
the stock population; (3) environmentally induced 
physiological differences between individuals in dif- 
ferent cohorts; or (4) differences in nutritional quality 
of algae fed to the test animals. Although we cannot 
reject any of these hypotheses, it is obvious that ex- 
perimental estimates of r values for a stock population 
of D. pulex can change drastically over a short time 
interval. Supporting this conclusion, Parkhurst et al. 
(1 98 1) reported significantly different reproduction 
among four cohorts of control D. magna born from a 
laboratory stock population over a 1 -yr period. In their 
study, the average number of young produced per con- 
trol female in a 28-d test was ~ 5 0 %  greater than the 
average number of young produced per control female 
in an identical test conducted 3 mo later. Furthermore, 
average reproduction in the presence of a toxicant, ac- 
ridine, vaned by up to 300% throughout the year. Those 
results suggest that per capita rates of increase repeat- 
edly estimated for the same laboratory population of 
cladocerans may vary considerably more than the 30% 
differences in r values that we calculated for cohorts 
of control animals born during a 1-mo period in In- 
gersoll and Winner’s (1 982) study. 

Finally, the Jackknife and Bootstrap are generally 
accepted as reliable techniques for estimating param- 
eter bias that is introduced by randomly subsampling 
large populations (see Efron 1982). Although we found 

that the full-sample estimate of r calculated for a small 
population subsample can be a biased estimator of the 
true per capita rate of increase, the relative bias was 
only a 0.13% overestimate of the true population r 
value for an approximately normal sampling distri- 
bution of r, and a 1.9% underestimate of the true pop- 
ulation r value for a negatively skewed sampling dis- 
tribution of r. Jackknife and Bootstrap estimates of r 
were also close to the true population r value for the 
normal sampling distribution of r (0.2% overestima- 
tion bias). Moreover, Jackknife and bias-adjusted 
Bootstrap estimates of r were closer to the true pop- 
ulation r value for the negatively skewed sampling dis- 
tribution of r (0.6% underestimation bias) than were 
full-sample estimates of r, illustrating that Jackknife 
and Bootstrap estimates can reduce sampling bias. For 
normal sampling distributions of r, this bias is small 
relative to G(r). But for nonnormal sampling distri- 
butions of r, the bias is more important. Lenski and 
Service (1 982) and Rag0 and Dorazio (1 984) demon- 
strated that sampling bias can be decreased by increas- 
ing the size (n)  of population subsamples. 

In summary, we conclude that the Jackknife tech- 
nique is often as good as the Bootstrap for estimating 
95% confidence intervals surrounding per capita rates 
of increase for D. pulex populations. Given the uncer- 
tainty surrounding population growth rates of several 
cladoceran species reported here, we believe that pop- 
ulation biologists should suppress their penchant for 
reporting per capita rates of increase to more than three 
significant figures and begin questioning the reliability 
of r values reported to even two significant figures. 
Instead of ignoring variability, population modelers 
should adopt stochastic techniques recently developed 
by O’Neill et al. (1982) for estimating uncertainty in 
ecosystem models. And applied population biologists 
attempting to predict the potential effects of human 
activities on populations, communities, and ecosys- 
tems should appreciate the many potential sources of 
uncertainty associated with estimating per capita rates 
of increase from laboratory and field data. 
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